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TEXTE

Introduction
Comme partout ailleurs, la géné ra li sa tion rapide de l’intel li gence arti‐ 
fi cielle géné ra tive (IAG) suscite au Japon un mélange de fasci na tion,
d’espoir et de craintes. Le Conseil stra té gique de l’IA mis en place par
le gouver ne ment pointe les risques de cette tech no logie mais n’hésite
pas à quali fier cette évolu tion de «  grande oppor tu nité  » pour le
Japon (Kakuchi, 2023). Quant à l’Asso cia tion des univer sités natio‐ 
nales, elle engage ces dernières à inté grer l’utili sa tion de l’IAG dans
leurs forma tions tout en établis sant des direc tives et des limites
précises sur son utilisation.

1

Il reste que l’utili sa tion d’algo rithmes ne peut être consi dérée comme
une fin en soi dans le cadre éducatif. Ainsi, le trai te ment auto ma tique
des langues fait partie des domaines dans lesquels les avan cées
récentes ont été les plus spec ta cu laires et l’enseignement- 
apprentissage des langues étran gères devrait donc pouvoir en tirer
de grands béné fices, mais l’inter ven tion de l’IA doit toujours s’inscrire
dans un projet péda go gique et avec des objec tifs précis.

2

Ensei gnant de FLE en univer sité au Japon, nous adop te rons dans
cette contri bu tion un point de vue de péda gogue et de concep teur de
méthodes de FLE pour évaluer l’apti tude d’un outil d’IAG parti cu liè re‐ 
ment popu laire, ChatGPT, à répondre aux besoins et aux objec tifs
spéci fiques de notre public. Nous ne parle rons pas ici de fonc tions
comme  la géné ra tion de textes ou de ques tion naires à choix
multiples, qui font déjà l’objet d’une abon dante litté ra ture, mais nous
inté res se rons plutôt à ce qui fait de notre point de vue la spéci fi cité
de ce nouvel outil  : sa capa cité à simuler des situa tions
de conversation.

3

Après avoir présenté briè ve ment notre contexte d’ensei gne ment, ses
prin ci pales diffi cultés et les prio rités qu’elles induisent, nous pren‐ 
drons pour exemple une situa tion d’appren tis sage concrète dont
l’objectif est juste ment d’entraîner les appre nants à inter agir en fran‐ 
çais. Nous tente rons d’évaluer les apti tudes de ChatGPT à respecter

4
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des contraintes péda go giques fortes pour leur offrir
cette opportunité.

1. Contexte et enjeux
Les didac ti ciens entendent parfois parler de contexte extrême au
sujet de l’ensei gne ment des langues au Japon, et cette répu ta tion est
sans doute en partie justi fiée. Un bref aperçu de la situa tion nous
permettra d’en comprendre les diffi cultés et de présenter les prio‐ 
rités de la stra tégie d’appren tis sage dans laquelle devra s’inscrire
l’utili sa tion de l’IA générative.

5

1.1. Enjeux pour le public cible

Parmi les secondes langues propo sées en première année d’univer‐ 
sité, de moins en moins d’étudiants optent pour le fran çais. Cette
baisse s’explique en partie par des évolu tions sur lesquelles l’ensei‐ 
gnant et le concep teur de méthodes de fran çais ont peu de
prise  (utilité contestée, concur rence accrue avec le chinois ou
le  coréen 1), mais tient aussi à d’autres facteurs sur lesquels ils
peuvent espérer, au contraire, avoir une influence.

6

Langue loin taine – tant d’un point de vue géogra phique que linguis‐ 
tique  – et réputée  inabordable 2, le fran çais pâtit d’abord d’une
évidente absence de repères chez nos appre nants, aggravée, comme
le rappelle Courron, par leur «  faible degré de gram ma ti ca li sa tion
dans [leur] propre langue mater nelle » (2007, p. 73).

7

À cette réalité s’en ajoute une autre, masquée par une protec tion
insti tu tion nelle qui assu rait au fran çais des effec tifs stables : la moti‐ 
va tion des appre nants a long temps été mise à mal par une méthode
tradi tion nelle d’enseignement 3 repo sant sur des objec tifs litté raires
et élitistes. 4 Aujourd’hui encore, la prio rité est donnée à une étude
poussée de la morpho syn taxe qui souligne inuti le ment les diffi cultés
de la langue.

8

Corol laire naturel de cette « idéo logie », la commu ni ca tion orale a été
négligée, alors même qu’il aurait été perti nent d’en faire un facteur de
moti va tion. Malgré quelques progrès, les acti vités propo sées restent
géné ra le ment peu commu ni ca tives et les occa sions d’expé ri menter

9



Intelligence artificielle générative et apprentissage du français : une étude de cas au Japon

des inter ac tions en fran çais sont rares, dans des cours aux effec tifs
souvent élevés.

Pour expli quer les diffi cultés des jeunes Japo nais à apprendre les
langues étran gères, il convient égale ment d’évoquer un facteur
d’ordre culturel  : la plupart d’entre eux ressentent une forte appré‐ 
hen sion à prendre la parole en classe, empê chés à la fois par la
crainte de se singu la riser dans le groupe et par celle de se tromper.
Les consé quences sont parti cu liè re ment fâcheuses pour l’appren tis‐ 
sage de la commu ni ca tion, comme le signale Vannieu wen huyse :

10

[Les étudiants japo nais] appa raissent réti cents à parler car ils restent
silen cieux très long temps et font des réponses très courtes. Le
fonc tion ne ment même du cours est mis en danger par le pouvoir
d’inertie qu’a une classe. (2002, p. 36)

1.2. Objec tifs et stratégie
La situa tion que nous venons de décrire permet de dégager
deux priorités.

11

Elle requiert d’abord et de façon urgente – c’est- à-dire dès le premier
cours – un recen trage de l’appren tis sage sur la dimen sion orale de la
langue. Nous faisons le pari qu’en multi pliant les occa sions de prati‐ 
quer la conver sa tion sous forme d’inter ac tions réelles, nous faci li te‐ 
rons son acqui si tion et nous renfor ce rons en même temps la moti va‐ 
tion des appre nants en augmen tant la valeur intrin sèque de
leur apprentissage.

12

Pour y parvenir, il est indis pen sable de les aider à vaincre leurs réti‐ 
cences à prendre la parole. Or il est apparu clai re ment dans notre
bref pano rama de la situa tion qu’il fallait pour cela résoudre une
équa tion parti cu liè re ment complexe  : comment les mettre en
confiance alors que tout, dans leur situa tion et dans leur expé rience
d’appren tis sage, concourt à exacerber leur ressenti quant à la diffi‐ 
culté de l’objectif ?

13

Rejoi gnant l’opinion admise dans la plupart des études, y compris
celles concer nant les oppor tu nités nouvelles offertes par les bots, les
assis tants vocaux intel li gents ou d’autres formes prises par  l’IAG 5,
nous pensons que l’expé rience de la conver sa tion libre est, à ce stade

14
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de l’appren tis sage, source de frus tra tion, et que les inter ac tions
propo sées doivent au contraire être soigneu se ment délimitées.

Pour redonner confiance à nos appre nants, nous avons donc établi
une stra tégie qui s’appa rente à une course contre la montre  : dès le
début, la prio rité est de leur donner le senti ment qu’ils obtiennent
des résultats rapi de ment et sans grand effort, c’est- à-dire, pour
reprendre la termi no logie d’Eccles et Wigfield (2017), d’opti miser le
rapport entre coût de l’appren tis sage et attentes de succès.

15

La réus site de cette stra tégie dépend toute fois de notre capa cité à
main tenir l’équi libre entre deux objec tifs complé men taires  : d’un
côté, nous faisons un pari ambi tieux sur les compé tences réel le ment
commu ni ca tives à acquérir en une seule année ; de l’autre, en contre‐ 
partie, nous simpli fions dras ti que ment leur expé rience d’appren tis‐ 
sage en respec tant trois principes 6 :

16

ratio na liser les contenus : à ce stade, syno nymes, excep tions, conju gai‐ 
sons non prio ri taires  (tu, nous, ils/elles), pronoms complé ments, et
autres obstacles seront – litté ra le ment – ignorés ;
orga niser la réuti li sa tion systé ma tique, dans et hors des leçons où ils
appa raissent, de tous les contenus lexi caux et gram ma ti caux pour en
faci liter l’assi mi la tion ;
garantir pour  chaque acti vité proposée aux appre nants un niveau de
contrôle élevé, afin de les protéger de diffi cultés impré vues. Il s’agit en
somme de «  cana liser  » l’appren tis sage pour le préserver autant que
possible de toute influence extérieure.

1.3. L’exemple : la leçon 4
Pour expé ri menter l’apti tude de l’IAG à s’inscrire dans cette stra tégie
faite de contraintes, nous nous concen tre rons, à quelques excep tions
près, sur la leçon  4 de notre progres sion. Ce choix est dicté par la
simpli cité des contenus linguis tiques, mais aussi et surtout par le
carac tère clai re ment commu ni catif des objec tifs de cette leçon,
puisque le défi proposé aux étudiants est le suivant  : pouvoir faire
croire à ses amis qu’après trois semaines de cours, on est déjà capable
de tenir des échanges prolongés en français…

17

Pour leur permettre de relever ce défi, nous fixons dans cette leçon 4
deux types d’objectifs.

18
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Les objec tifs inter cul tu rels sont de sensi bi liser les appre nants aux
diffé rences entre les façons japo naise et fran çaise d’inter agir, en les
inci tant à parler davan tage d’eux- mêmes mais aussi à éviter toute
réponse trop brève.

19

Les objec tifs linguis tiques sont la maîtrise des trois struc‐ 
tures verbales je suis, j’ai et c’est asso ciées à une courte liste de noms
et d’adjec tifs, de la forme néga tive (et des chan ge ments d’article qui
en découlent), et enfin des connec teurs logiques et, mais, parce que et
alors, davan tage utilisés que leurs équi va lents japo nais (voir l’annexe 1
pour le contenu détaillé de la quatrième leçon). S’y ajoutent natu rel le‐ 
ment les acquis des trois premières leçons  : les  verbes s’appeler,
habiter,  parler, étudier ainsi que les ques tions de base sur le nom,
l’âge, la natio na lité, la profes sion et le lieu d’habitation.

20

Il est essen tiel pour cette expé ri men ta tion de comprendre la situa‐ 
tion didac tique que l’on cherche à repro duire avec l’IA  : les listes
d’adjec tifs et de noms propo sées dans cette leçon ont été consti tuées
afin de former un réseau séman tique très cohé rent, conçu à la fois
pour auto riser des réponses variées et des échanges prolongés. Lors
des acti vités de classe, toujours effec tuées par paires, les étudiants
s’entraînent donc à rebondir sur chaque réponse de leur inter lo cu‐ 
teur en lui posant une nouvelle ques tion, et l’échange doit se pour‐ 
suivre ainsi le plus long temps possible. Ce système permet de main‐ 
tenir une forme d’agen ti vité dans l’appren tis sage, car il n’est pas
scéna risé : c’est l’appre nant qui décide de sa réponse et qui la formule
en fonc tion de la situa tion. On est loin ici des scripts déployés sous
forme d’arbres de déci sion et four nis sant à l’appre nant des réponses
prédé ter mi nées. Nous évaluons les étudiants sur cette base depuis
une quin zaine d’années et, lors de tests oraux, nous choi sis sons
soigneu se ment nos ques tions afin de main tenir un échange cohé rent,
pendant trois tours de paroles en moyenne avant de changer
de thème.

21

C’est préci sé ment cette capa cité à rebondir sur les réponses de
l’étudiant avec d’autres ques tions pour main tenir un suivi, tout en
respec tant stric te ment des limites lexi cales et  grammaticales 7, que
nous nous propo sons de tester sur ChatGPT.

22
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2. Rôle de l’intel li gence arti fi cielle
géné ra tive : ques tions
et méthodologie
Dans quelle mesure les outils d’IAG actuels sont- ils donc capables
d’offrir à nos étudiants des inter ac tions en fran çais qui soient adap‐ 
tées à leurs besoins et aux objec tifs péda go giques  ? Derrière cette
ques tion très géné rale se cache une ques tion pratique : le prompting
(rédac tion de «  prompts  », c’est- à-dire de consignes) peut- il nous
aider à brider et à domes ti quer une IAG dont l’incli na tion natu relle
est, à l’inverse, de fonc tionner de façon démons tra tive ?

23

2.1. Les plus- values recon nues de l’IA
pour l’ensei gne ment des langues

Tout d’abord, rappe lons qu’à bien des égards, et au- delà de son rôle
dans les progrès de la traduc tion auto ma tique, l’IA géné ra tive offre de
nombreux avan tages pour l’appren tis sage des langues étran gères.
Nous en retien drons surtout deux pour cette étude, car ils
concernent plus spéci fi que ment le niveau débutant.

24

Son premier atout, sans conteste le plus évident, réside dans la
nature même d’outils conçus comme des agents conver sa tion nels  :
pour la première fois, ChatGPT, Perplexity, Gemini ou encore le chat
Mistral laissent entre voir la possi bi lité pour chacun de s’entraîner
chez soi et de façon auto nome à une forme d’inter ac tion, voire de
socia li sa tion – même simulée – en langue étran gère. Il est vrai qu’ils
offrent des garan ties incom pa rables pour favo riser un appren tis sage
plus auto nome : dispo nibles vingt- quatre heures sur vingt- quatre et
infa ti gables, ils répondent aux ques tions des appre nants en temps
réel, peuvent en cas de besoin le faire dans leur langue mater nelle,
peuvent dialo guer par écrit ou orale ment, offrant même la possi bi lité
de varier l’expé rience d’écoute en chan geant de voix… autant de faci‐ 
lités qui devraient permettre de façon signi fi ca tive de combler le
déficit d’expé rience induit par le faible volume horaire et les effec tifs
élevés des cours d’université.

25
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Un autre argu ment fréquem ment mis en avant prend une réso nance
parti cu lière dans notre contexte d’ensei gne ment  : n’étant pas
humaine, l’IAG est dotée d’une patience infinie et ne juge pas, un
atout déter mi nant pour aider nos étudiants à surmonter leur anxiété
et à prendre la parole. À cet égard, souli gnons égale ment l’avan tage
du chat pour de jeunes appre nants japo nais  : marche pied vers l’oral,
cet outil constitue une étape inter mé diaire parti cu liè re ment rassu‐ 
rante, tirant en outre le meilleur parti d’une mémoire visuelle parfai‐ 
te ment entraînée pendant leurs premières années d’apprentissage.

26

2.2. Les interrogations
Malgré tous ces avan tages, il reste qu’à l’heure actuelle, l’utili sa tion de
l’IA pour le niveau débu tant se limite le plus souvent à la géné ra tion
de textes écrits ou de QCM, sans réelle plus- value commu ni ca tion‐ 
nelle par rapport à la méthode traditionnelle.

27

Une ques tion demeure  donc  : l’IA possède- t-elle les dispo si tions
requises pour prendre la place d’un parte naire, voire pour revêtir
l’habit de tuteur et proposer à des appre nants débu tants des
échanges en langue étran gère adaptés à leur niveau ?

28

Cette inter ro ga tion est plus complexe qu’il ne paraît et gagne rait à
être décom posée en plusieurs ques tions distinctes qui orien te ront
cette expé ri men ta tion. L’IAG est- elle apte à effec tuer chacune des
tâches suivantes :

29

corriger les erreurs des appre nants ;
leur apporter des expli ca tions adap tées ;
consti tuer une alter na tive accep table à un inter lo cu teur natif (naturel de
l’expres sion, niveau de langue, etc.) ;
proposer des échanges cohé rents ;
respecter les objec tifs de simpli fi ca tion et d’évite ment,  conditions sine

qua  non pour garantir l’effi ca cité de la méthode exposée au début de
cette étude.

2.3. La méthodologie

Pour évaluer ces diffé rentes apti tudes, nous joue rons le rôle de
l’appre nant et répon drons aux diverses ques tions posées par l’IA en

30
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produi sant des énoncés corres pon dant à des réponses habi tuelles
lors de nos tests oraux.

Parmi les divers outils d’IAG testés tout d’abord 8, nous avons choisi
pour cette expé ri men ta tion ChatGPT, le plus fréquem ment cité par
nos étudiants 9, et avons opté pour sa version gratuite, la plus à même
d’être utilisée par le plus grand nombre. Cette version, limitée au
chat, est suffi sante pour nos analyses, même si son utili sa tion gagne
évidem ment –  l’objectif ultime restant la commu ni ca tion orale  – à
être prolongée dans un deuxième temps par une version supé rieure
permet tant d’utiliser la voix 10.

31

La première étape de cette étude a consisté à élaborer et tester des
prompts deman dant à ChatGPT de jouer le double rôle d’inter lo cu‐ 
teur et de tuteur, c’est- à-dire, plus concrè te ment, de nous poser
diverses ques tions en fran çais en respec tant stric te ment diverses
consignes et des contraintes de vocabulaire.

32

Au fur et à mesure des essais et des diffi cultés rencon trées, nous
avons enrichi le prompt (voir annexe 2) de consignes nouvelles, mais
aussi modifié sa struc ture pour obtenir de meilleurs résul tats. Nous
n’entre rons pas dans les détails de cette lente étape d’amélio ra tions
succes sives et nous conten te rons d’évoquer ici trois ques tions de
métho do logie qui se sont posées au moment de la rédac tion :

33

le prompt doit- il être rédigé en fran çais ou en japo nais  ? Nous avons
testé les deux options et avons pu constater parfois, pour une même
situa tion, des diffé rences de résul tats. Nous avons opté pour la version
fran çaise, par souci de cohé rence et pour en faci liter la lecture dans
cette étude.
Qu’en est- il des expli ca tions four nies par ChatGPT aux appre nants  ?
Doivent- elles être propo sées en fran çais ou en japo nais ? Sur ce point,
rappe lons que l’effi ca cité de notre progres sion repose en grande partie
sur un prin cipe de simpli fi ca tion de l’appren tis sage. Nous préfé rons
donc, à ce stade, utiliser pour les expli ca tions et le méta lan gage la
langue mater nelle des appre nants, à l’excep tion de quelques formules
simples (« Atten tion, il y a une faute », « C’est très bien ! », etc.). Dans les
exemples fournis dans cette étude, les expli ca tions seront traduites
en français.
Enfin, comment indi quer à ChatGPT le niveau de langue souhaité ? Vaut- 
il mieux s’en remettre aux degrés du CECR ou fournir une liste détaillée
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des contenus supposés connus de l’appre nant  ? La seconde solu tion
nous a semblé être la seule possible dans cette situa tion, car la stra tégie
commu ni ca tive adoptée et les acquis très ciblés des premières leçons ne
sauraient se résumer à un niveau général, quel qu’il soit. Or toute impré‐ 
ci sion dans les consignes se tradui rait immé dia te ment par des débor de‐ 
ments incon trôlés de l’IA, c’est- à-dire très préci sé ment ce que nous
souhai tons éviter.

3. Résultats
D’emblée, un constat s’impose : les résul tats obtenus se sont révélés
très chan geants, en fonc tion de la version utilisée, de la langue du
prompt, voire d’un jour sur l’autre. Cette incons tance nous semble
poser en soi un premier problème dans un contexte de contraintes
fortes qui requiert de la préci sion et de la rigueur.

34

Passons à présent en revue les cinq critères pris en compte pour
cette analyse afin d’élaborer une typo logie des diffi cultés les plus
fréquem ment rencontrées 11. Chacune de ces diffi cultés sera illus trée
par un extrait d’échange effectué pendant nos essais 12.

35

3.1. Les erreurs des appre nants sont- 
elles corri gées ?
C’est le premier service qu’un appre nant est en droit d’attendre de
son « tuteur ». Or, si la correc tion des erreurs est bien effec tuée dans
la majo rité des cas, on ne peut pas dire pour autant qu’elle est systé‐ 
ma tique. Voici cinq cas repré sen ta tifs d’erreurs non corri gées lors de
nos essais.

36

3.1.1. Erreurs orthographiques

Il y a d’abord les fautes d’ortho graphe. On pour rait s’attendre à ce que
ce type d’erreur, indé pen dant de tout contexte, soit le plus facile à
iden ti fier et à corriger par l’IA. Les oublis sont pour tant possibles,
comme en témoigne l’exemple ci- dessous (souligné) :

37

Ex01 IA : Vous avez une voiture ? ➤ non, je n’ai pas de voiture mas j’ai
un vélo ➤ IA : Il n’y a pas de faute, c’est très bien !
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3.1.2. Erreurs de traduction

Consi dé rons à présent le cas des erreurs dues à des déca lages entre
langue mater nelle et langue cible, très fréquentes dans les produc‐ 
tions de nos étudiants. Sont- elles correc te ment iden ti fiées et trai tées
par l’IA ?

38

Le plus souvent, il semble que oui. Dans l’exemple ci- dessous, « je suis
amusante » est utilisé à la place de « c’est amusant », car en japo nais,
le mot 楽しいtanoshii (« amusant ») peut être associé à « c’est » et à
«  je suis  » avec le même sens. L’erreur est bien relevée, même si la
solu tion proposée n’est pas satis fai sante :
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Ex02 IA : (…) C’est diffi cile d’étudier le fran çais ? ➤ Oui c’est diffi cile
mais je suis amusante. ➤ IA (Trad) : Atten tion […] Dans ce cas, il est
plus appro prié d’utiliser « je m’amuse », car le sens que vous voulez
trans mettre est « ressentir de l’amuse ment » plutôt qu’« être
amusant ». (…)

Nous sortons pour l’exemple suivant du cadre de la leçon  4 afin de
tester le compor te ment de ChatGPT face à une parti cu la rité fran‐ 
çaise bien connue : celle du décompte des étages. Va- t-il éviter dans
sa traduc tion le piège habi tuel du déca lage entre deuxième étage
fran çais et japo nais ? La traduc tion proposée tout d’abord est fautive,
puisqu’elle ne tient pas compte de cette différence, sankai, le « troi‐ 
sième étage » évoqué dans la phrase japo naise renvoyant en réalité au
deuxième étage fran çais. ChatGPT fournit pour tant dans la foulée
une expli ca tion satis fai sante sur la diffé rence entre les deux
systèmes :
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Ex03 Traduis sankai ni sundeimasu en fran çais. ➤ IA : (Trad)
En français, sankai ni sundeimasu se dit « j’habite au
troi sième étage ». […] En France, le rez- de-chaussée n’est pas
considéré comme le premier étage. Donc le « 3e étage » japo nais
corres pond au « 2e étage » français.

3.1.3. Erreurs « sans contexte »

De nombreuses erreurs n’ont pu être corri gées par ChatGPT car le
contexte ne lui permet tait pas de les iden ti fier. L’absence de contexte

41
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suffi sant est une source d’erreurs de l’IA iden ti fiée et
bien documentée.

L’exemple  ci- dessous 13 suffit à en comprendre le méca nisme  : en
vali dant le pronom complé ment proposé, l’IA a ignoré, en l’absence de
tout contexte, l’hypo thèse la plus probable concer nant le sens de
l’article défini «  le » employé au début de l’énoncé  : il s’agis sait très
certai ne ment du sens géné rique, incom pa tible avec le choix du
pronom « l’ ».
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Ex04 Le bœuf bour gui gnon, je l’aime beau coup. ➤ IA : La phrase « Le
bœuf bour gui gnon, je l’aime beau coup » est parfai te ment correcte !

3.1.4. Erreurs « en contexte »

L’absence de contexte n’explique pas tous les oublis de correc tion.
L’exemple suivant peut d’ailleurs paraître surpre nant, puisque le
contexte y est au contraire très clair  : l’énoncé fautif étant une
réponse à sa ques tion, on s’attend à ce que ChatGPT en corrige le
verbe sans hésiter. Mais le fait d’avoir immé dia te ment détecté des
fautes à l’inté rieur de l’énoncé semble l’avoir distrait et dissuadé de
cher cher au- delà (un cas de figure fréquent).
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Ex05 IA : Excusez- moi, mais vous êtes un homme ou une
femme ? ➤ Je ai une feme. ➤ IA : Atten tion, il y a une faute. La
correc tion est : « J’ai une femme. »

3.1.5. Erreurs de ponctuation

Nous avons enfin tenu à soumettre à l’IA des phrases sans virgule ni
point, car l’usage de la ponc tua tion répond pour l’essen tiel à des
règles assez floues et diffi ciles à formuler. Il pose donc souvent
problème dans les écrits de nos étudiants. S’y ajoute le fait qu’une
certaine souplesse est géné ra le ment tolérée dans certains types
d’écrits oralisés surre pré sentés sur le web. Comment ces erreurs de
ponc tua tion sont- elles donc prises en compte par l’IA ?

44

Dans l’exemple suivant, nous avons volon tai re ment omis les virgules :45
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Ex06 Non je n’habite pas à Paris j’habite à Kyoto mais je suis
étudiante à l’Univer sité d’Hiro shima et c’est très loin alors ce n’est
pas pratique. ➤ IA (Trad) : Il y a une petite faute : « Non je n’habite
pas à Paris j’habite à Kyoto » devrait être « Non, je n’habite pas à
Paris, j’habite à Kyoto ». Il manque des virgules après « Non » et
« Paris » pour séparer les propo si tions. En fran çais, la virgule est
utilisée pour séparer deux parties d’une phrase plus longue.

On constate, sans surprise, que l’absence de ponc tua tion n’a été
corrigée que dans certains cas, plus systé ma tiques : après « oui » ou
« non » et avant une refor mu la tion. La diffi culté à systé ma tiser l’usage
des virgules est en revanche percep tible dans la deuxième partie de
cette longue phrase produite par l’IA.
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3.2. Les expli ca tions appor tées par l’IAG
sont- elles perti nentes ?
Déter mi nantes pour l’appren tis sage, les expli ca tions peuvent aussi, à
l’inverse, s’avérer contre pro duc tives et mettre en péril le contrat de
confiance entre tuteur et appre nant. Adapter ses expli ca tions aux
besoins de l’appre nant requiert un minimum de péda gogie. Or, lors
de nos essais, plusieurs types d’anoma lies ont été relevés dans
les explications.
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3.2.1. Oublis d’explications

La première de ces anoma lies consiste tout simple ment à se passer
d’expli ca tions. Notons qu’ici encore, c’est souvent le cas des
problèmes de ponc tua tion, sans doute passés sous silence pour les
raisons expo sées plus haut. Dans cet exemple, les virgules
manquantes ont été discrè te ment ajou tées dans la phrase corrigée,
mais les expli ca tions, elles, se concentrent sur d’autres problèmes :
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Ex07 J’habite à Kyoto mais je étudiante à l’univer sité d’Hiro shima et
c’est très loin alors ce n’est pas pratique ➤ IA (Trad) : Juste de petites
correc tions : 1. « je étudiante » est gram ma ti ca le ment incor rect. […]
2. « ce n’est pas pratique » aussi est compréhensible, mais il y a des
façons plus natu relles de le dire. […] Correc tion : J’habite à Kyoto,
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mais je suis étudiante à l’univer sité d’Hiro shima et c’est très loin,
donc ce n’est pas pratique.

3.2.2. Expli ca tions sans rela tion avec
les erreurs

Il arrive aussi que des expli ca tions n’aient aucune rela tion avec
l’erreur corrigée. Dans l’échange ci- dessous, les fautes d’accent sont
corri gées, mais l’expli ca tion se concentre sur la règle du chan ge ment
d’article après la néga tion… alors que l’énoncé est correct.
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Ex08 Non je n’ai pas de telephone ➤ IA (Trad) : Il y a une petite
erreur : il faut dire « de télé phone » et non « de tele phone ». En
fran çais, on met toujours « de » après une néga tion. La phrase
correcte serait : Non je n’ai pas de téléphone.

3.2.3. Expli ca tions erronées

Le dernier type d’anomalie observé nous semble être le plus problé‐ 
ma tique, car il remet plus direc te ment en ques tion la compé tence de
l’IA en tant que tuteur linguis tique  : les expli ca tions four nies sont
parfois erro nées. Dans l’exemple précé dent (Ex08), on pouvait déjà
constater que le commen taire concer nant le chan ge ment de l’article
après une néga tion était approxi matif, voire inexact par omis sion,
puisqu’il passait sous silence le cas de l’article défini, qui ne change
pas après la négation.
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Mais les erreurs peuvent être plus expli cites, comme dans cet autre
exemple, où l’article « un » est qualifié d’« article défini » :
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Ex09 IA : Vous avez un télé phone ? ➤ Non, je n’ai pas un télé phone
[…]. ➤ IA (Trad) : Bonne réponse, mais il y a de petites correc tions : 1.
[…] au lieu d’utiliser l’article défini « un », on utilise « de ». Ainsi, « un
téléphone » devient « de téléphone ».
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3.3. L’IAG est- elle sensible au
« naturel » de l’expres sion ?
Une autre condi tion néces saire pour garantir l’apti tude de l’IA à
remplir sa fonc tion de «  tuteur  » conver sa tionnel est sa capa cité à
générer des échanges natu rels. Or l’impor tance de cette mission n’a
d’égale que sa diffi culté  : en matière linguis tique, le «  naturel  » est
une notion complexe et parti cu liè re ment diffi cile à évaluer,  même
pour l’humain.
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3.3.1. Maladresses des appre nants lais sées
sans corrections

Intéressons- nous d’abord à la façon dont l’IA va iden ti fier et corriger
les formu la tions maladroites des apprenants.
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Dans ce premier exemple, l’usage fréquent chez nos étudiants de
« mais » (ou bien, au choix, la répé ti tion du verbe après « mais ») dans
le cas d’une refor mu la tion complète semble ne pas poser ques tion
pour ChatGPT :
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Ex10 IA : Vous habitez à Tokyo ? ➤ Non j’habite pas à Tokyo,
mais j’habite à Kyoto. ➤ IA (Trad) : […] La correc tion : Non, je n’habite
pas à Tokyo, mais j’habite à Kyoto.

D’autres exemples appa raissent dans l’échange ci- dessous, qui
voit  l’IA tolérer l’absence d’article devant « homme » puis celle de la
prépo si tion « à » devant le nom de la ville :
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Ex11 IA : Excusez- moi, mais… vous êtes un homme ou une femme ?
➤ Je suis homme. ➤ IA : Il n’y a pas de faute, c’est très bien ! Vous
habitez où ? ➤ J’habite Kyoto. ➤ IA : Il n’y a pas de faute, c’est très
bien !

Tous ces exemples mettent en évidence une faille déjà connue du
système de correc tion par l’IA : étran gère à toute consi dé ra tion péda‐ 
go gique, elle valide des phrases qui ne sauraient être conseillées dans
un cours de conver sa tion, même si elles ne sont pas à propre ment
parler fautives.

56
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3.3.2. Maladresses dans les énoncés
de ChatGPT

Bien entendu, le rôle d’un tuteur linguis tique ne se limite pas à la
correc tion d’énoncés maladroits  : il doit se montrer lui- même digne
de confiance en propo sant des formu la tions natu relles. Dans
l’exemple suivant, on trouve le cas, assez fréquent chez ChatGPT
malgré les consignes données dans le prompt, de correc tions vers un
français plus formel :
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Ex12 IA : Vous habitez à Tokyo ? ➤ Non j’habite à Kyoto alors ce n’est
pas pratique parce que je suis étudiante à l’Univer sité d’Hiro shima et
c’est très loin. ➤ IA (Trad) : […] « Alors ce n’est pas pratique » est
compréhensible, mais c’est un peu contre nature lorsque c’est utilisé
après « non ». Lorsqu’on dit « Non », on indique que quelque chose
ne va pas. Il serait donc mieux de refor muler un peu la phrase, par
exemple : « Non, j’habite à Kyoto, donc ce n’est pas pratique, car je
suis étudiante à l’Université d’Hiro shima et c’est très loin ». Utiliser
« donc » (pour dakara) et « car » (pour nazenara) rendra vos phrases
plus fluides.

L’IA juge donc plus «  naturel  » de  remplacer  alors et parce  que par
donc et car. Au- delà de l’étran geté de l’expli ca tion fournie, rete nons
surtout ici qu’on est à l’opposé de ce que l’on souhaite ensei gner : une
langue orale, quoti dienne et privi lé giant des mots poly va lents. Il est
assez ironique de constater que ChatGPT semble valider, ici encore,
les erreurs récur rentes d’appre nants ayant prin ci pa le ment étudié la
langue écrite.
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3.4. L’IA géné ra tive est- elle compa tible
avec nos exigences de simpli fi ca tion ?
Venons- en à présent à l’une des deux ques tions centrales de notre
évalua tion  : l’utili sa tion de l’IAG est- elle compa tible avec l’objectif
annoncé de simpli fier les contenus lexi caux et gram ma ti caux ? Nous
allons distin guer ici quatre types d’obstacles qui tendent au contraire
à alourdir la progres sion – donc, comme nous l’avons dit, à ébranler la
moti va tion de nos jeunes étudiants.
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3.4.1. Voca bu laire « sauvage »

Si ChatGPT s’efforce géné ra le ment de respecter les limi ta tions fixées
par le prompt, il les oublie tout de même régu liè re ment, au point que
les appre nants souhai tant assi miler le voca bu laire proposé dans les
leçons se trouvent exposés à un afflux diffi ci le ment maîtri sable de
contenus nouveaux, comme dans cet exemple :

60

Ex13 Non, je ne suis pas étudiant, je suis profes seur. ➤ IA : C’est
inté res sant ! Vous ensei gnez quoi en tant que professeur ?
➤ Atten tion, tu ne peux pas utiliser d’autres mots que ceux de la liste.
➤ IA : (…) Voici la ques tion corrigée : Vous êtes professeur de quoi ?
➤ quoi n’est pas dans la liste ! ➤ IA : Vous êtes professeur de
quelle matière ?

3.4.2. Excès de zèle

Un autre problème récur rent est celui des expli ca tions mettant inuti‐ 
le ment en avant des situa tions excep tion nelles dans lesquelles la
formu la tion malheu reuse de l’appre nant pour rait se  justifier 14…
L’expli ca tion proposée ci- dessous indique ainsi un contexte haute‐ 
ment impro bable qui vali de rait la formu la tion «  je mange le
déjeuner » :
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Ex14 Je mange le déjeuner. ➤ IA (Trad) : La phrase « Je mange le
déjeuner » est compré hen sible, mais elle n’est pas tout à fait
natu relle en fran çais. (…) Voici des versions plus courantes : 1. « Je
déjeune » (…) 2. « Je mange le déjeuner » peut être correct si vous
souhaitez insister sur le fait que vous mangez un repas spécifique
(…). 4. « je prends le déjeuner ».

En inci tant les appre nants à rela ti viser leur erreur, ce type d’excès
risque surtout de les pousser à rela ti viser la règle elle- même, une
«  initia tive » d’autant plus gênante lorsque la formu la tion ainsi légi‐ 
timée corres pond déjà, comme ici, à une erreur récur rente des
appre nants : « je mange le déjeuner » est en effet la traduc tion litté‐ 
rale de l’expres sion japonaise…
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3.4.3. Correc tions excessives

L’excès de zèle peut aller jusqu’à des correc tions exces sives, comme
dans l’exemple ci- dessous :
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Ex15 IA : Pour quoi vous habitez à Kyoto ? ➤ Parce que je suis
étudiante à l’Univer sité de Kyoto, alors Tokyo c’est très loin.
➤ IA (Trad) : Il y a une petite erreur dans votre phrase. En fran çais,
on utilise plutôt « Tokyo est très loin » que « Tokyo c’est très loin ».
Le verbe « être » seul est suffi sant ici.

Rappe lons que nos étudiants viennent de décou vrir la struc‐ 
ture « c’est + adjectif » dans la leçon 4. Pour tant, ici, cette formu la tion
est déjà rejetée par l’IA, qui la qualifie d’erreur et conseille une autre
formu la tion, présentée comme plus natu relle. Nul besoin de rappeler
qu’au- delà de la perti nence de ce juge ment, ces correc tions inop por‐ 
tunes vont à l’encontre de nos objec tifs et, une fois encore, de toute
consi dé ra tion pédagogique.
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3.4.4. Contre- exemples

Les appre nants qui inter agissent avec l’IAG sont enfin exposés à un
autre type de risque, qui met égale ment à mal les règles apprises : ils
peuvent tout simple ment être confrontés, au hasard des échanges, à
des contre- exemples de ces règles.
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Ex16 Je regarde souvent un film ➤ IA (Trad) : La phrase « Je regarde
souvent un film » est correcte, mais elle peut être améliorée pour
son naturel en fran çais. Voici deux variantes possibles : 1. « Je regarde
souvent des films. » Cette version est plus courante si vous voulez
exprimer que vous avez l’habi tude de regarder des films en général.
2. « Je regarde un film souvent. » C’est une autre manière d’exprimer
la même idée, bien que la première formu la tion soit plus naturelle.

La richesse de cet exemple justifie que l’on sorte tempo rai re ment du
cadre de la leçon  4. Au- delà du problème du naturel, la seconde
phrase (« je regarde un film souvent ») proposée par l’IA ne manquera
pas de déso rienter nos étudiants, qu’elle confronte à deux contre- 
exemples de règles qu’ils viennent pour tant de décou vrir dans la
leçon 5 : celle de la place de l’adverbe – placé de préfé rence après le
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verbe – et celle du pluriel de l’article indé fini dans une phrase expri‐ 
mant la fréquence (par exemple, associé à des adverbes comme
« toujours » ou « quel que fois »). Préci sons que même si elle est quali‐ 
fiée de «  moins natu relle  », cette phrase est néan moins proposée
comme une alter na tive à l’énoncé de l’appre nant, lui offrant ainsi une
nouvelle occa sion de rela ti viser les règles apprises.

3.5. L’IA géné ra tive est- elle capable de
proposer des échanges suivis et cohé ‐
rents ?
L’autre ques tion centrale dans notre stra tégie d’appren tis sage est
celle du suivi des échanges proposés aux appre nants : il s’agit idéa le‐ 
ment de leur offrir une expé rience d’inter ac tion cohé rente et suffi‐ 
sam ment prolongée –  pour rappel, une moyenne de trois tours de
paroles par sujet – pour leur permettre d’expé ri menter un début de
dyna mique conver sa tion nelle. Outre qu’ils s’inscrivent dans une
démarche parti cu liè re ment moti vante, ces « échanges » permettent
de se fami lia riser avec les enchaî ne ments, de s’habi tuer progres si ve‐ 
ment à l’utili sa tion de marqueurs prag ma tiques et faci litent gran de‐ 
ment le processus d’appropriation.
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L’IA est- elle donc capable de relever ce dernier défi ?68

3.5.1. Liste de mots ou liste de phrases ?

Vouloir imposer aux réponses de l’IA des limites lexi cales et gram ma‐ 
ti cales très étroites tout en conser vant une cohé rence dans les
échanges est un pari ambi tieux. À l’usage, on s’aper çoit bien vite que
la forme choisie pour indi quer dans le prompt les contenus lexi caux
auto risés constitue une donnée déter mi nante pour les résul tats  :
faut- il les présenter sous forme de listes de voca bu laire ou sous la
forme d’une liste de ques tions prêtes à l’emploi ?
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Dans la première version du prompt, nous avions testé une liste de
mots corres pon dant aux noms, adjec tifs, verbes et connec teurs appa‐ 
rais sant dans les quatre premières leçons. Sans surprise, ce mode de
présen ta tion a engendré de nombreuses compli ca tions en lais sant à
l’algo rithme toute liberté pour créer des phrases à partir de ces mots,
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Tableau 1 : Types de réponses consi dé rées comme impropres

  Ques tions choi sies par l’IA Solu tions disponibles 
dans la liste

A. Ques tions sans rela tion avec ce qui a précédé :

  Ex17 Non, je n’ai pas beau coup d’amis. ➤ IA : Pour quoi vous n’avez
pas beau coup d’amis ? ➤ Parce que je ne suis pas sympa. ➤ IA :
Vous avez un téléphone ?

Vous habitez seul ? /
Vous avez des amis
fran çais ?

Ex18 IA : Vous avez un ordi na teur ? ➤ Oui, j’ai (…) un ordi na teur.
➤ IA : Vous êtes fatiguée ?

C’est pratique ? /
Pour quoi vous avez un
ordi na teur ?

Ex19 IA : Vous avez un petit boulot ? ➤ Oui, j’ai un petit boulot.
➤ IA : Vous avez un vélo ?

Pour quoi vous avez un
petit boulot ? / C’est
fati gant ?

mais –  et c’est plus surpre nant  – il semble en même temps l’avoir
encou ragé à s’éman ciper des limi ta tions de contenus pour accorder
la prio rité à une autre consigne : proposer des réponses naturelles.

Le rempla ce ment de cette liste de voca bu laire par une liste de ques‐ 
tions a permis de réta blir une certaine rigueur, rédui sant consi dé ra‐ 
ble ment le voca bu laire «  sauvage  ». Mais ce nouveau mode de
présen ta tion s’est égale ment traduit par une rigi dité accrue  : l’IAG
éprouve plus de diffi cultés à sélec tionner dans la liste de ques tions
celles qui permet traient de rebondir de façon natu relle sur les
énoncés des appre nants. Autre ment dit, l’IAG se trouve écar telée
entre deux injonc tions diffi ci le ment conci liables, et nous avons fina‐ 
le ment effectué un choix privi lé giant la stabi lité  : celui de la liste
de questions.
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3.5.2. Types de réponses consi dé rées
comme impropres

Les problèmes de cohé rence n’ont pas tota le ment disparu
pour autant.
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Nous présen te rons ici trois types d’entorses à la cohé rence des
enchaî ne ments parti cu liè re ment récur rents. Pour chaque exemple,
nous ajou te rons à titre de compa raison des solu tions (deux au
maximum) que nous aurions quant à nous choi sies dans la liste
fournie par le prompt :
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B. Ques tions portant sur des infor ma tions déjà connues :

  Ex20 IA : Pour quoi vous avez un télé phone ? ➤ Parce que j’habite seul,
alors c’est néces saire. ➤ IA : C’est nécessaire ?

Pour quoi vous
habitez seul ? /
Vous êtes céli ba ‐
taire ?

Ex21 IA : Pour quoi vous êtes très occupé ? ➤ Parce que j’ai un petit
boulot. ➤ IA : Vous avez un petit boulot ?

C’est fati gant ? /
Pour quoi vous
avez un petit
boulot ?

C. Répé ti tion des mêmes ques tions :

  Ex22 IA : Pour quoi vous habitez à Hiro shima ? ➤ Parce que je suis
étudiant à Hiro shima. ➤ IA : (…) Pour quoi vous habitez ici ? ➤ J’ai déjà
répondu. ➤ IA : D’accord (…) ! Alors pour quoi vous habitez
à Hiroshima ?

Qu’est- ce que
vous étudiez ? /
Vous êtes né où ?

Ex23 Et c’est diffi cile d’étudier le fran çais ? ➤ Oui, c’est diffi cile
(…) ➤ (51 tours de paroles) ➤ IA : Et c’est très difficile d’étudier le fran ‐
çais ?

 

D. Ques tions hors liste :

  Ex24 IA : C’est diffi cile d’étudier le fran çais ? ➤ Oui, c’est très diffi cile.
➤ IA : Pour quoi vous trouvez ça difficile ?

Vous êtes
sérieux ? / Pour ‐
quoi vous étudiez
le fran çais ?

Ex25 Je suis étudiant à l’Univer sité de Kyoto. ➤ IA : Vous étudiez quoi à
l’Univer sité de Kyoto  ?

Qu’est- ce que
vous étudiez ?

a. À ce stade, les appre nants n’ont pas encore rencontré le pronom interrogatif quoi.

a

Force est de constater que dans l’ensemble, la flui dité espérée dans
les inter ac tions a rare ment été atteinte lors de nos essais.
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Tout d’abord, les obstacles à la pour suite de l’échange ont été globa‐ 
le ment trop nombreux. Or, à ce niveau, chacun de ces obstacles a
pour effet immé diat de placer l’appre nant dans une impasse commu‐ 
ni ca tion nelle. Certains y verront sans doute des oppor tu nités pour
préserver une forme d’agen ti vité dans l’appren tis sage en l’obli geant à
reprendre la main et à cher cher des solu tions, soit au moyen de
formules en fran çais four nies par l’enseignant 15, soit, au pire, dans sa
langue mater nelle. Mais comme nous l’avons vu, multi plier ce genre
de situa tions revient bien plutôt, dans la réalité de notre situa tion
d’appren tis sage, à confronter l’appre nant à des situa tions d’échec
forte ment ressen ties. Rappe lons en outre que dans bien des cas, il
n’est pas apte à iden ti fier les problèmes : comment pourrait- il savoir,
par exemple, que telle de ses fautes n’a pas été corrigée  ? L’expé‐ 
rience s’avère donc pour le moment assez frus trante et démo ti vante
pour l’utili sa teur. On est proche ici des problé ma tiques évoquées
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dans d’autres études évaluant l’effi ca cité de conver sa tions libres avec
des bots ou des assis tants vocaux intelligents.

D’autre part, de trop nombreux choix effec tués par ChatGPT ne
remplissent pas les condi tions néces saires pour envi sager un suivi de
conver sa tion cohé rent. La moyenne du nombre de tours de paroles
entre chaque chan ge ment de thème s’avère très infé rieure à la
moyenne de trois tours que nous prati quons lors de nos tests oraux
(elle- même écourtée par souci de diver si fier les thèmes pour l’évalua‐ 
tion). La multi pli ca tion de coq- à-l’âne qui en résulte confère aux
échanges un carac tère artificiel.
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La plupart des échecs de l’IA à trouver les ques tions les plus adap tées
de la liste semblent s’expli quer par ses diffi cultés à iden ti fier et gérer
les rela tions impli cites entre diffé rentes informations.
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Notons d’abord que chacun des choix problé ma tiques de l’algo rithme
a ignoré des solu tions propo sées dans la liste qui semblaient plus
perti nentes. Pour choisir une nouvelle ques tion en lien avec ce qui
vient d’être dit, l’IA semble cibler prio ri tai re ment les ques tions de la
liste ayant un mot en commun avec l’énoncé précé dent (exemples 24 :
difficile- difficile, 25  : étudiant- étudiez). Ce mode de fonc tion ne ment
explique égale ment le grand nombre de ques tions commen çant  par
pourquoi, qui permettent de réuti liser des phrases entières. Mais il se
traduit souvent par des choix semblant relever d’une forme d’entê te‐ 
ment absurde (exemples  20  : nécessaire- nécessaire, 21  : fatigué- 
fatigué, 22 et 23).

78

À l’inverse, l’IA a géné ra le ment du mal à trouver dans la liste les ques‐ 
tions dont le lien avec ce qui vient d’être dit n’est qu’impli cite (par
exemple, dans 24, la ques tion  : «  Vous êtes sérieux  ?  »). Dans ces
condi tions, il est naturel qu’en dernier recours les chan ge ments de
thème et les ques tions hors liste se multiplient.
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Conclusion
De toute évidence, si la capa cité de ChatGPT à simuler une conver sa‐ 
tion réelle n’est plus à démon trer lorsque aucune limite linguis tique
ne lui est imposée, il n’en va pas de même quand il doit composer
avec un corpus linguis tique limité : il peine alors à égaler l’humain.
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Malgré les efforts déployés pour améliorer le prompt, les écarts
observés vis- à-vis de nos prio rités éduca tives semblent encore
repré senter un pour cen tage trop élevé dans les inter ac tions effec‐ 
tuées avec ChatGPT.
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Certes, l’IA géné ra tive est en constante évolu tion et permet d’espérer
des progrès rapides sur de nombreux points de faiblesse mis en
évidence dans cette présen ta tion  : insta bi lité, diffi culté à appli quer
des consignes nombreuses, fenêtre de contexte insuf fi sante, qualité
des correc tions, préci sion et cohé rence des expli ca tions (pour les
énoncés suffi sam ment contextualisés)…

82

Il reste toute fois des obstacles qui nous paraissent diffi ciles à
surmonter. La situa tion didac tique que nous avons exposée au début
de cette étude requiert de la part de celui qui dialogue avec l’appre‐ 
nant beau coup de disci pline et de retenue pour respecter les fortes
contraintes linguis tiques et tirer le meilleur parti de la liste de
contenus auto risés. L’utili sa tion dans une telle situa tion de l’IAG, plus
apte à générer auto ma ti que ment du texte et de l’infor ma tion sans
réflé chir, s’avère donc encore, à bien des égards, contre nature. En
échouant à respecter stric te ment les contraintes, elle fait voler en
éclats les équi libres élaborés pour chaque leçon, néces saires au bon
fonc tion ne ment de la progression.
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Par ailleurs, la mission éduca tive confiée ici à l’IAG requiert surtout et
en perma nence de faire des choix complexes, poly mo tivés et dictés
essen tiel le ment par des consi dé ra tions péda go giques. Or dans ce
domaine aussi, elle a montré les limites de son « intel li gence » par ses
choix de ques tions ou d’expli ca tions. Malgré certaines qualités
d’adap ta tion, il lui manque l’essen tiel  : une approche à la fois holis‐ 
tique et intui tive de sa mission, la capa cité d’inté grer dans ses déci‐ 
sions de véri tables consi dé ra tions péda go giques orien tées vers une
effi ca cité de l’appren tis sage pour l’utili sa teur. En matière de péda‐ 
gogie, aucune prouesse algo rith mique ne semble pouvoir compenser
à ce stade l’absence d’une véri table intelligence.
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Sans doute faudrait- il cher cher une solu tion du côté d’un outil
hybride, sorte d’IAG bridée, programmée et entraînée ad hoc par
l’humain pour fonc tionner en milieu fermé, qui n’aurait, à peu de
choses près, d’autres compé tences que celles néces saires pour
utiliser les seuls contenus linguis tiques que l’étudiant doit assimiler.
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Annexe 1 : Les contenus lexi caux de
la leçon 4

Figure 1 : À partir du manuel À vol d’oiseau (Lorrillard & Oda R., 2015)

Annexe 2 : Le prompt (versions fran ‐
çaise et japonaise)
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Figure 2 : Exemple de prompt enrichi

NOTES

1  Une étude des moti va tions d’étudiants japo nais (Ohki & Hori, 2017), analy‐ 
sées sur la base du modèle Expectancy- Value de Wigfield et Eccles (2000),
met en évidence le faible rôle de la valeur d’utilité dans l’étude du fran çais
en compa raison avec des langues comme l’anglais ou le chinois.

2  L’enquête menée par Ohki et Hori (2017) démontre que les efforts à
fournir  (le coût) en fran çais semblent parti cu liè re ment élevés pour les
étudiants inter rogés, alors que leurs espoirs de succès sont perçus comme
très faibles.

3  Cheva lier rappelle l’impor tance de la méthode yakudoku au Japon, « une
approche non orale de la langue basée sur la traduc tion et la gram maire »
(2008, p. 51).
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4  Il s’agis sait surtout de préparer les étudiants à la lecture et à l’analyse
des grands textes littéraires.

5  Voir à ce sujet Bibauw, Fran çois et Desmet (2019) : « free dialogue should
not be seen as the ulti mate target of dialogue- based CALL » (p. 856).

6  La stra tégie d’appren tis sage présentée ici, qui relève de choix person‐ 
nels, n’est qu’un exemple repré sen tatif des fortes contraintes de contenus et
de méthode induites par le niveau débutant.

7  Rappe lons que l’enjeu est de ne pas augmenter de façon incon trôlée un
voca bu laire dont la quan tité a été soigneu se ment soupesée pour faci liter
son assi mi la tion naturelle.

8  Nous avons commencé par tester diffé rents outils  : ChatGPT, Gemini,
Perplexity, Chat Mistral dans leurs versions gratuites d’octobre à
décembre 2024.

9  De même, dans une enquête menée par l’univer sité Tohoku, un tiers des
4 000 étudiants inter rogés déclarent avoir utilisé ChatGPT, prin ci pa le ment
pour véri fier leurs réponses à des exer cices ou pour générer du texte afin
d’exprimer leurs idées.

10  Rappe lons que l’évolu tion rapide des outils d’IAG confère natu rel le ment
aux constats dressés dans cette contri bu tion un carac tère provisoire.

11  Ce regrou pe ment par grands critères pourra toute fois occa sionner
certaines répétitions.

12  Open  AI (2024). ChatGPT (version du 15  novembre) [Large
language model] https://chat.openai.com/chat.

13  Cet exemple dépasse le cadre de la leçon 4 imposé au départ de cette
étude, mais il était néces saire pour illus trer l’impor tance du contexte dans
la compré hen sion des énoncés par l’IA.

14  On retrouve alors cette « accu mu la tion foison nante du détail » qui, selon
Disson (1996, p.  103), pose problème dans la méthode tradi tion‐ 
nelle japonaise.

15  Les étudiants se verraient remettre un kit de secours conte nant des
phrases telles que : « Atten tion, cette ques tion ne fait pas partie de la liste »,
« Je l’ai déjà dit », etc.

https://chat.openai.com/chat
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RÉSUMÉS

Français
À travers l’exemple de ChatGPT et en nous appuyant sur notre expé rience
d’ensei gnant et de concep teur de méthodes de FLE, nous voulons proposer
ici une évalua tion des capa cités actuelles de l’intel li gence arti fi cielle géné‐ 
ra tive à respecter un certain nombre de contraintes métho do lo giques afin
de consti tuer pour de jeunes appre nants japo nais débu tants un parte naire
de conver sa tion effi cace et adapté à leurs besoins spéci fiques. Établir une
liste de critères précis pour cette évalua tion permettra par la même occa‐ 
sion d’établir une typo logie des problèmes rencon trés et de mesurer les
progrès futurs de ce type d’outil pour offrir une alter na tive crédible à un
inter lo cu teur natif.

English
Using ChatGPT as an example, and drawing on our exper i ence as a teacher
and designer of FLE methods, we would like to propose here an eval u ation
of the current capa city of gener ative AI to respect meth od o lo gical
constraints in order to provide young Japanese learners with an effective
conver sa tion partner adapted to their specific needs. Drawing up a list of
precise criteria for this eval u ation will also enable us to estab lish a typo logy
of the prob lems encountered, and to measure the tool’s future progress in
func tioning as a cred ible altern ative to a native speaker.
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